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ABSTRACT target that one bit is transmitted for further processinge T

- : realistic binary sensor network (BSN) suffers from probdem
An efficient, economical and robust strategy for targetkrac S o -
of a noisy link and low estimation precision. We have de-

ing in binary sensor network is proposed in this paper. By . -~ I .
adopting the binary variational filtering algorithm, coohesi- veloped the binary variational filtering algorithm (BVF) ]

. 7 . ; that solves these problems while perfectly fits the highly-no
able tracking quality is ensured, while decreasing communi,. . - .
linear conditions and eliminates the error propagation.

cation between sensors compared to a particle filtering-algo ) o .
P P gayg In this contribution, in order to further reduce the en-

rithm. Based on the proactive clustering, the entire semsbr ion in BSN and minimize th f :
work is subdivided into several clusters. Only cluster lsead 'Y consumptlc_)n n and minimize the con iguration
yverhead, BVF is executed on a fully decentralized cluster

are configured with more available energy and high procesé) h At stant | luster is tri q
ing capability, reducing thus the hardware expenditura: Fu scheme. every instant, only one ciuster Is triggered ac-

thermore, precise prediction of the target position and th%ordmg ﬁ] thel prt'edﬁtlog o&t_'he talllrgett Ip(;atlontgndfns tg?-
cluster activation protocol ensure that the most poteahiss- ency. The cluster head (CH) collects information from its

ter is activated to perform target tracking, reducing comsd slave sensors and determines the target position, thercfwred
energy during the hand-off operation. émploying of the bi_t_hetarget Ipc_ation of the nextinstant as well. Basgd onghe r
nary variational filtering algorithm and the exception hiand liable prediction, we can choose the most potential cluster

scheme ensure robustness in coping with the case of high OI\I/Idi more %ccur?tr? trgck]!fng Wh”? cuttt|)ng down graén:t-
non-linear and non-Gaussian environments. ically the number of hand-off operations between the S:

Thus advanced resource conservation is achieved. The pro-

posed architecture is also robust to the rare events of abrup
1. INTRODUCTION changes in target trajectory. In fact, in addition to theatzil

ity of BVF in dealing with non-linear/non-gaussian sitwais,

Wireless sensor network (WSN) is an emerging technologye adopted exception handle scheme is robust to prediction
which has found its application in several potential areasg; res.

Among them, target tracking has attracted considerable at- The rest of the paper is organized as follows. In section

tention in both literature and application domains. Aimiog 5 e priefly summarize the related existing work. Then the
detect the presence of an object and determine its path in &j,r algorithm is introduced in section 3. In section 4, we

area .Of interest, target tracking thus requires e_ﬁectmmrc describe the proposed prediction-based proactive clpster
Q|nat|qn among sensor nodes. In order to retain a low COMocol (PPCP) and discuss the achieved resource conservatio
figuration spending, the deployed sensors are equipped Witf,g gy ception handle scheme introduced in section 5 is to en-

small batteries. Therefore, a trade-off exists betweerethe g the system robustness. Finally, the proposed scheme is
ergy expenditure and the tracking quality. These consBain g, o) ated by simulations in section 6. Section 7 concludes.
inspire ones to design a reasonably accurate estimatidatwhi

minimizing the overhead of network configuration and maxi-
mizing the network lifetime by reducing the network commu- 2. RELATED WORK
nication.

In this paper, we investigate the problem of target trackingrhe problem of target tracking using binary sensors has been
using a WSN composed of binary proximity sensors. As axplored by many references [3, 4, 5]. Shrivastava et al. [3]
power and bandwidth efficient solution, the binary proximit explore the fundamental performance limits of target track
sensor can only make a binary decision based on the strengtig by binary sensing models. The authors of [4] consider
of sensed signal. Only when it senses the presence of thiee piecewise linear path approximations and fix the scale of



target velocity, their simulations depend on the erroe-frs-
sumption as well. The sensing model employed in [5] is to
provide direction information of the target of interest. wio
ever, without additional proximity information, it can ndis-
tinguish parallel trajectories.

Cluster-based tracking schemes have gained extensive at-
tention recently, but to our knowledge, none of these algo-
rithms aims at providing accurate target tracking and mini-
mizing the energy consumed in the binary sensor networks.
Heinzelman et al. [6] developed a low-energy adaptive clus-
tering hierarchy (LEACH). It randomly rotates the CH to Fig. 1. Only one Gaussian statistig&u, 1) is exchanged
evenly distribute the energy load among sensors. Tseng et %letween leader cluster heads B
[7] use the mobile agent technology. They select the agent by '
comparing the signal strength, and also dynamically choose

two nearby sensors as slave sensors to cooperativelymFiangk_ ) Lo
late the target. But for the case of irregular network topolo Kinématic parameter models applied in [10], the use of a gen-
&ral state model [11] is more adaptive to the non-linear cir-

gies, it may be energy or time intensive to choose the mast

and its slave sensors. The energy and memory spendings fgymstance. ) .
the tracking histories in the moving agent is not calculated 1€ observed binary datg,. communicated to the leader

too. Chen et al. [8] provide a hierarchical WSN composeoCH from its slaves are distributed according to the follogvin
of a static backbone of CHs and dynamically formed clusterdn0de:

(O Sensor node
© Leader node
@ Auxiliary node

Their design concentrates on dealing with the collision dur P({zjs}lze) = TI= N(Bisje,02),
ing the clustering phase. The performance of it degrades as 1, ify; <7
the target speed increases. 8i:t - 0, otherwise

Aiming at conserving the resources, we adopt binary sen-
sors to form networks, and the entire BSN is subdivided intdvhere/; is the attenuation coefficient associated with the
several clusters. Only CHs are configured with more avalablth sensorg? the noise variancey; ; denotes the distance ob-
energy and higher processing capability. Other slave sensoServed by thg-th sensor to the target at instant
just perform the sensing function, and only if the target are Given the model above, the distribution of interest for
detected, will they transmit one bit in a small distance rth  tracking is the posteriop(c|z1.¢), wherea; = (1, put, At)
master. Furthermore, by accurately predicting the target p denotes the extended hidden state ane- {z;;} means the
sition and tendency, the energy consumed in hand-off oper@Pservations gathered at CH. It is approximated by a distri-
tions reduces dramatically. To ensure accurate targédtige ~ Putiong(c) that minimizes the Kullback-Leibler (KL) diver-
the BVF algorithm is employed, which provides considerabledence error. Supposing thata) = [, g(c:), where{a;}
precision while further decreasing communication betweegl€notes the subsets@that arex:, s, As, theng(e) is of the
sensors compared to that of [9]. Robustness of the proposé@fm’
approach is ensured by the exception handling scheme. q(a;) o< exp < logp(z1:¢, o) 2T, aleg)

3. BINARY VARIATIONAL FILTERING \(/jvhterg<t >, denotes the expectation operator relative to the
ALGORITHM ISTrOULOND. . o
Taking into account the separable approximate distributio

The target position;, is assumed to be Gaussian distributed 2t imet — 1, the filtering distribution at time is written,

with @ random meap; and  random precision matrk to pla[21r) o plarfasJp(aaes M PO gy (1),
urther capture the uncertainty about the state dis i with (i) = [ Pttt pte—1)q(pe—1)dpte—1.-

e~ N(wg|pe, At) The temporal dependence on the past is hence reduced to the
we o~ N(u -1, ) incorporation of only one component approximatién;_1),
At o~ Wi (Ae]S) which is Gaussian, limiting the communication between two

successive leaders to simply sending the mean and the €ovari
Where) is a fixed precision matrix to reflect the region of un- ance ofg(y;_1) (as shown in Fig.1). The update of the filter-
certainty for the new estimation around the old one. Thestating distribution and its approximation are jointly perfaeth
precision matrix is modeled by a Wishart distributed with yielding thus a natural and adaptive compression of the fil-
and S denoting respectively the degree of freedom and théering distribution [1], which is propagated in the BSN with
precision matrix, both assumed to be fixed. Instead of theutlossy compression. The whole process is demonstrated in



more than a year on a 1% duty cycle [12].
{Zj,t+1}

- L }_ 4.1. Coverage problem
“a(/:/“;\;: BVF [‘a‘zp“)\: BVF i We assume that slave sensors are uniformly and randomly dis-
"'—'-'-'-'-'-t;-l'-'l(/,i Cho \I-_-_-_-_-_-ﬁ- i CHen| | tributed with densityl. A straightforward way to locate tar-
S — ﬁ::‘b e lw:’)k::::;l — get by using binary Sensorsis to obtain a bounded mtemec.u
- area from sensor readings. Hence the coverage problem is of
4 (x T A) 4 A critical significance. There have been many research works

q(A) q (A focusing on the coverage problem. In this paper, we directly
employ the analysis of [13], according to which, with the-sen

Fig. 2. BVF process during consecutive sampling instants. sor densityl, the targetis within the distance of

Ho (1, /L L
Fig.2, while dashed lines mean that information trangfigrri Vd \ 2 T 4
may not occur, as the leader stays the same during consecu-
tive time slots. On contrast, the real line denotes the djpgra to the closest sensor at probability99%. For al 00 x 100m?
executed at every instant. By 1|u:), the leader of next fields, if we randomly deploy 400 slave sensors, the sens-
instant is chosen. ing radius of them need to be at least 3.09 meters. While
for a set ofn sensor readings, only — 1 out of the total
n(n — 1)/2 intersection areas are independent. Therefore,
in order to locate the target, at least four sensor are reduir
to sense the target within their range [8]. To guarantee the

. . four-coverage problem we need to either increase the slave
A cluster scheme is employed here to facilitate collabora: ge p

i ianal . dqt iati sensors density or to extend the sensing range of each sen-
t|ve SLgtna li)_rocessmg ant 0 (le(ns_:_Jrr]e relsotur(?e conster\l:l 'ONsor. Since the slave sensors can simply make judgement of
arget fracking sensor NEwork. The Clustering profocol eMmy, presence or the absence of a target, extending the sens-
ployed is proactive, which means that clusters are formed i

. . ; i . . Ing range results in smaller resolution in target tracki@m
advance. So instead of assuming the identical conflgurano,[rple other hand, increasing the number of slave sensorssoring

for all sensors, we present a hierarchical BSN: a large nu on tremendous rise in hardware and energy expenditure sinc
ber of slave sensors are randomly and_d_ense_ly deployed OV&fSo the number of CHs has to increase. Otherwise, CHs have
the span of th? n(_etwork, and are subdmdgd mto cIuster;_a% be equipped with multiplied memory, higher signal pro-
cording to their distances t(.) CHs; .CHS with high C.apab'l'tycessing capability and much more available energy to stippor
are sparsely placed and will be triggered by certain eventy, o computation and communication requirement. The BVF
There are several benefits of using this cluster schemdy first algorithm [1, 2] helps balancing the trade-off beMeen the
the spgnding of .hardware configuratipn drops sharply. Fo racking accijracy and the cost. By the probabilistic sgrate
progcnve clustering schem.e, as thgre IS o neeq for CH COMre stringent constraint of four-coverage could be relaXes
pet|t|o_n, only CHs are conflgure_d_ with more ava|IabI_e ENeI9Y, efer extending the sensing range rather than increalseng t
and higher computation capability, slave sensors justesen ensor density as the tracking quality is ensured by the BVF
and transfer data upon their CH'’s request. Secondly, ban Igorithm
width needed and energy consumed during communication '
phases reduced dramatically. Since signal processinggask

distributed among CHs, only when hand-off operations occuf-2 Deétéilsof PPCP

do CH_s need to change more information for_a co_nsiderabl¢he proposed protocol is composed of three pivotal com-
long distance. The number of hand-off operations is reducegonem mechanisms: initial proactive clustering, predict

by the reliable prediction of the target tendency too. FOstmo pased CH leader selection, slave sensors activating afyd rep
of the time, just the slave sensors that belong to the leater ajng,

have detected the target are required to transmit one bit in a
small distance. Thirdly, the lifetime of BSN is extended to, 54
a great degree. Though slave sensors are densely spread ouf, ™
at every sampling instant, only a few of them are requestedfter the deployment of all sensors, each slave sensor-trans
to sense and only one CH is activated to locate the target. thits its position (assumed to be known) to the CHs within
is well known that when sensors are in the sleeping modats transmission range (which is set to be twice of its sansin
they consume only 0.1% of the energy consumed in the agange according to the result of [8]). Owing to the greater
tive mode. Experimental data shows that sensors can last feensing ranges of CHs, the position information transuhitte

4. PREDICTION-BASED PROACTIVE CLUSTER
PROTOCOL

Initial proactive clustering



the prediction of the target, we define a decision functiat th
performs only between the leader and its neighboring CHSs:

Neighbor 1
5 cos(6)

Estimated trajectol S(x) = argmax
d

Leader CH

whered is the angle between the predicted target direction
and the vector from the leader to its neighlhis the distance
from the predicted target to the neighbor. Based on this-func
Motion direction tion, the most potential leader is chosen, as the target & mo
probably sensed by it for a considerably long period. This de
cision rule avoids unnecessary hand-off operations and con
serves energy expenditure as well.

Neighbor 2

Fig. 3. Prediction-based CH leader selection.

4.2.3. Slave sensors activating and replying

by slave sensors is almost certainly to be received by at lea&ter the initial clustering phase, each slave sensor is in-

one CH. Based on distance and signal power comparing, ealffMed by its master. Slave sensors rest in sleeping mode
CH can form its cluster. During the clustering process, thd! 9eneral. They are awakened only when being scheduled to

CHs can also confirm its neighboring CHs. When the clusS€NS€ 0f when an activate message is received. For the for-

tering phase finishes, two kinds of lists are maintained if"€" €ase, it senses the target presence in its vicinity while

the CHs: the neighboring CHs list and the slave sensors lisBt@rting a local timer. When it has sensed the target, one bit
which contain the node IDs and the node positions is transmitted to the leader CH; For the latter, by comparing
the source of the message with its master ID, the slave sensor

decides whether to change into sensing mode or not. If yes,
when the target is detected, it transmits the sensing result

To reach accurate target tracking while minimizing energythe leader automatically.

consumption, the CH selection strategy is of critical digni

icance during the tracking phase. An intuitive solution is 5. EXCEPTION HANDLING SCHEME

to choose the CH that is nearest to the target as the leader.

But this strategy would incur unnecessary energy expergditu As described in [2], the BVF algorithm is more favorable
First, at every sampling instant all the CHs need to measuran other algorithms in non-linear and non-gaussian envir
the distance between the target and themselves then companents. While by employing the cluster strategy, obsermatio
with each other to choose the nearest one. Thus the possiata come only from the activated cluster. There are caaés th
bility of distributed signal processing is prevented ande=x  the chosen cluster can not provide reasonable trackingyual
sive energy is consumed. Second, frequent changes betweescause of its restriction in observation scope. Espgdrall
CHs result in continuous communications of large informa-cases when the target has changed abruptly not only its-veloc
tion, which lead to unacceptable additional energy and bandty but also the moving direction. Exception handling scleem
width consumption. is introduced here to cope with these situations.

To minimize energy expenditure, a hierarchical solution is There are two kinds of exceptions: Firstly, when the newly
proposed in our scheme. At the lower layer, the BVF algochosen leader can not sense the target even by its slavds. Wit
rithm [1, 2] is adopted, which means that instead of maintainout observation data provided in the update phase, the BVF
ing a large scale of particles and their weights in the plartic cannot yield out precise estimation. Then all CHs in the net-
filtering [14, 9], only one Gaussian statistic is transntitte ~ work are informed with a 'failure’ signal, which means that
perform target tracking. At the higher layer, the leader GH i an abrupt change has taken place during the target movement.
selected based on the exact prediction of target positidn arThe CHs who detected the target or whose slaves did, respond
its trajectory tendency. to the current leader with their observations. The current

The leader CH not only processes the data from its slaves teader then chooses the best leader by performing the decisi
estimate the target position, but also predicts the tatgaté  function mentioned above, whedi@s the observation instead
position to determine whether to execute the hand-off aperaf the prediction. Furthermore, the 'failure’ signal infios
tion and which CH would take over. As mentioned above, thehat the prediction provided by the BVF at the previous in-
deployment of CHs ensures the coverage problem of targstant is not adaptable to the abrupt change. To ensurerigacki
tracking. Generally, even if the target goes out of the sensi accuracy, the mean afi;—1) is replaced by the position of
range of the leader CH, there is a great probability that it ithe newly chosen CH. Another exception occurs when the tar-
sensed by its neighbors. As demonstrated in Fig.3, based @et moves between different clusters. In this case, therggns

4.2.2. Prediction-based CH leader selection
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. «10°  Energy Consumption Comparison
nodes that have detected the target belong to differerteckus LR — ‘ ‘ e

Thus, charging only one cluster with the task of data process i ! o, mReve
ing results in poor tracking quality. To handle this probjem PPBVE mean
the average of other cluster observations is transfereldeto t  pRoYFmean
current leader and is considered as the meaq(ef_1) to

counteract the activated cluster observation. Unbiasgd es
mation is reached then.

The reason for changing the meangdf:;—1) is demon-
strated in section 3. Sineg ;1) is the sufficient statistic
for computing the filtering distribution, it contains allht@o- ‘
ral dependence information. Substituted by the obsenvatio o5k
data makes it robust to exceptions while integrating more in
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6. EVALUATION AND SIMULATION Fig. 6. Energy consumption comparison.

To demonstrate the effectiveness and the energy consumptio

of the proposed protocol, we compared its performance with energy consumed by the circuit per bits the transmission
two similar approaches — Prediction-based Reactive BVgjstance.

(PRBVF) and Reactive BVF (RBVF). By PRBVF, we mean  The power consumed when receiving data is given by
that cluster is dynamically formed depending on the same de-
cision function in section 4.2.2. RBVF means that the active Er =¢.N
cluster is formed by choosing the nearessensors {n = 10
in the simulation here) to the target. Intuitively, besides  Wheree, denotes the energy expended in receiving one bit of
hardware expenditure, additional energy consumptiomguri data.
the clustering phrase is included in these two approactees. T Similarly, the power consumed in sensing is defined by
calculate the energy expenditure during the whole progess,
adopted two hypothesis[15]: 1) the communication between Es =eN
the active sensors is via single hop, 2) the energy consum%\%
in scheduling and computing can be neglected relative to th
energy consumed during communication.

According to the energy consumption model proposed ir}[O
[16, 15], the energy consumed in transmission per bit is

eree, is the energy expending parameter for sensing one
it of data.

Following the energy model, we choose, =
OpJ/bit/m?, €. = 50nJ/bit, e, = 135nJ/bit, €5 =
50nJ/bit. The energy consumption of the three approaches

Er = o + €,d2 is demonstrated in Fig. 6
Considering a target tracking duration of 100 time slots,

wheree, is the energy dissipated in Joules per bitpér, e, 400 sensors are randomly deployed in a 2 dimensional field



(100 x 100m?) and belong to 25 sparsely positioned CHs, [6] Wendi Heinzelman, Anantha Chandrakasan, and Hari
while PRBVF and RBVF have also employed the same con-
figuration but without fixed CHs. Fig. 4, Fig. 5 and Fig. 6
show that our protocol successfully balances the tradbesff
tween the tracking quality and the energy consumption even
with several abrupt changes in the trajectory. [

An efficient, economical and robust strategy for targetkrac

7. CONCLUSION

ing is proposed in the context of BSN. The effectiveness of
tracking is ensured by the BVF algorithm and the reasonably
chosen clusters to perform distributed signal processiky.

for economical reasons, in the hardware layer, the deploy-

ment of binary sensors saves greatly energy and bandwidth; i

the software layer, the BVF algorithm decreases the inferma
tion exchanged between CHs to one Gaussian statistic; roac
tive clustering reduces the hardware expenditure; Piedict
based selection of CH terminates unnecessary hand-off oper
ation considerably, thus most of the communication is con-
strained within the vicinity of CH leaders. The robustness i

ensured by exception handling scheme.
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