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ABSTRACT

Identifying directed connectivity patterns from nodal measurements is an important problem in network analysis. Recent works proposed to leverage the performance and flexibility of strategies operating in reproducing kernel Hilbert spaces (RKHS) to model nonlinear interactions between network agents. Moreover, several applications require online and efficient solutions, which motivated the consideration of distributed adaptive learning strategies inspired by algorithms such as the kernel least mean square (KLMS). Despite showing good performance, a thorough theoretical understanding of the behavior of such algorithms is still missing. This makes applying them in practice challenging, especially because the set-up of adaptive algorithms involves additional parameters like the step size and a dictionary of kernel functions. In this paper, we present a convergence analysis of the graph-topology-inference KLMS algorithm. Monte Carlo simulations demonstrate the accuracy of the theoretical models.

Index Terms— convergence analysis, kernel least mean squares, topology inference, online processing

1. INTRODUCTION

Graphs have proven to be a fundamental tool in several applications, such as the analysis of socio-economical interactions [1] or brain activity [2]. In this context, information on the network structure is important and required by traditional graph signal processing algorithms [3]. It however appears that the topology of the graph is usually unknown beforehand. Recent works have addressed this issue by estimating the network topology directly from a set of measurements acquired at each node of the graph [4]. Although most topology identification algorithms assume linear dependencies between the nodal signals, nonlinear interactions between measurements at different nodes can be observed in many real-world applications, e.g., brain activity [2]. Many big data-oriented applications also require algorithms which are distributed, scalable, and can operate online with adaptive capabilities.

Although several solutions have been proposed for nonlinear online topology identification, a theoretical evaluation of the performance of such methods remain a challenging but important issue. These analyses are important both in understanding and designing the algorithm. In this paper, we present a theoretical model for the convergence behavior graph-topology-inference KLMS algorithm.

Background and prior work: Many approaches have been proposed for topology identification in the presence of linear interactions. Such works include inverse covariance estimation based on the graphical Lasso [5], or the recovery of the topology from spectral templates [6]. More recently, online strategies have been proposed to address this problem, including diffusion-based [7] and distributed [8] adaptive algorithms, and variable-splitting based methods for stationary data [9]. However, these works do not consider nonlinear interactions that may happen.

Several strategies have been proposed to address the topology inference problem with nonlinear interactions, such as polynomial structural equation models [10, 11] and their nonlinear counterparts [12]. However, these methods require the nonlinear interaction models to be specified a priori. Kernel-based strategies, on the other hand, offer an efficient means of representing nonlinear functions by selecting an appropriate RKHS associated to a positive definite reproducing kernel [13]. The flexibility, elegance and mathematical tractability of kernel-based methods made their use widespread in topology identification. An in-depth overview of kernel-based topology inference can be found in [4], where several solutions are discussed. For instance, in [14], reproducing kernels are used to represent nodal measurements acquired at different time instants. An auto-regressive framework is employed to model graph connectivity over time, and a variable splitting-based batch algorithm is proposed to estimate the topology. A multi-kernel is also proposed in [15], where the graph topology is encoded via partial correlations. Despite performing well when the nonlinearities in the data are unknown, these strategies are not adaptive and their computational cost can be high.

An important aspect of kernel-based machinery is that it allows one to develop strategies that can address the online and adaptive topology identification problem in nonlinear settings. In [16], a batch strategy is modified to operate in an online fashion by considering a moving window with a fixed amount of samples. A stochastic gradient-based solution using a multi-kernel model was later proposed in [17] by considering a coherence-based online dictionary construction [18]. This method provides a competitive performance for estimating brain connectivity at a very small computational complexity. These models, however, are based on additive nonlinear interactions. Recently, a strategy was proposed to consider more general nonlinearities in the data [19] by employing a nonparametric topology identification framework.

However, to date no theoretical evaluation of the performance of the online topology estimation approaches is available. This is an important issue since adaptive algorithms require the careful design of, e.g., a dictionary construction strategy [18] and an optimized step size in order to obtain a satisfactory performance. In this work, we provide a statistical performance analysis of the graph-topology-inference KLMS with a Gaussian kernel and a preselected dictionary. The presented model characterizes the mean and mean-squared behavior of the algorithm, both in transient and steady-state. Although previous works have analyzed the behavior of the KLMS
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algorithm [20, 21, 22], we consider a distributed setting, with separate kernels and dictionaries for each node, and a temporal dependence in the input data, which allows the algorithm to have memory and make use of past data. This last characteristic is important in applications such as functional brain topology estimation, where there is a 10–20 ms delay in signal propagation between nodes [23]. Moreover, considering the dictionary as a fixed parameter of the algorithm allows one to analyze its influence on the performance of the model, and to adjust it so as to maximize the performance [20]. Simulation results illustrate the validity of the model. In future works, we will explore the use of the presented model to devise parameter selection strategies, providing guaranteed means of inferring the topology of a graph over time.

Definitions: A graph \( G \) consists of a set \( \mathcal{N} \) of \( (N+1) \) nodes, and a set \( \mathcal{E} \) of edges such that \( (m,n) \in \mathcal{E} \) if, and only if node \( n \) is linked to node \( m \). At node level, we collect a real-valued signal \( y(i) = [y_1(i), \ldots, y_{N+1}(i)]^\top \), where \( y_n(i) \) is the sample of the signal \( y(i) \) at node \( n \) and time instant \( i \). The adjacency matrix \( \mathcal{A} \) is defined as an \((N+1) \times (N+1)\) matrix whose entries \( a_{nm} \) are zero if \((m,n) \notin \mathcal{E} \) and one otherwise. We also consider \( a_{nn} = 0 \), for all \( n \).

Notations: Normal font letters denote scalars, while boldface lowercase and uppercase letters stand for column vectors and matrices, respectively. Uppercase calligraphic letters denote sets, of cardinality \(| \cdot | \). Finally, \( \mathbb{E}\{ \cdot \} \) is the expectation operator.

2. PROBLEM FORMULATION

Let us consider measurements \( y(i) \in \mathbb{R}^{N+1} \) acquired over an \((N+1)\)-node graph with adjacency matrix \( \mathcal{A} \). We suppose the measurements \( y(i) \) to be acquired sequentially at all time instants \( i \geq 0 \). Signal \( y_n(i) \) at each node \( n = 1, \ldots, N \) of the graph is non-linearly coupled to the signals at all nodes in its neighborhood, according to the topology described in \( \mathcal{A} \). By considering an additive nonlinear model, the local measurements at the \( n \)-th node can be represented as:

\[
y_n(i) = \sum_{m \in \mathcal{N} \setminus \{n\}} f_{nm}(y_{Lm}(i)) + v_n(i),
\]

where \( y_{Lm} = [y_m(i), \ldots, y_m(i-L_m+1)]^\top \), functions \( f_{nm} : \mathbb{R}^{L_m} \rightarrow \mathbb{R} \) represent the interactions between the different nodes in the network, and \( v_n(i) \) denotes innovation noise. By relating how each node \( m \in \mathcal{N} \setminus \{n\} \) influences node \( n \), functions \( f_{nm} \) encode the connectivity in \( \mathcal{A} \) directly as \( a_{nm} = 0 \) if and only if \( f_{nm} \equiv 0 \). For ease of notation, we assume that \( n \equiv (N+1) \), i.e., we identify \( n \) with the \((N+1)\)-th node of the graph, which allows us to denote \( \mathcal{N} \setminus \{n\} = \{1, \ldots, N\} \). Thus, considering the available graph signal measurements \( y(i) \) for \( 1 \leq \ell \leq i \), the non-parametric local topology estimation problem at node \( n \) can be written as [16, 17]:

\[
\min_{f_{n1}, \ldots, f_{nN} \in \mathcal{H}} \frac{1}{2L} \sum_{\ell=1}^{L} \mathbb{E}\left\{ \left[ y_n(i) - \sum_{m=1}^{N} f_{nm}(y_{Lm}(i)) \right]^2 \right\}
+ \Psi(\|f_{n1}\|_H, \ldots, \|f_{nN}\|_H)
\]

where \( \mathcal{H} \) is a (normed) function space and \( \Psi : \mathbb{R}^N \rightarrow [0, \infty) \) is a regularization functional which attempts to promote sparsity in the underlying adjacency matrix by favoring solutions in which many functions \( f_{nm} \) are identically zero.

Although several approaches can be considered for nonlinear modeling (such as, e.g., polynomial structural equation models [25]), kernel methods are particularly appealing due to their elegance and efficiency. We consider \( \mathcal{H} \) to be an RKHS associated with a positive reproducing kernel \( \kappa(\cdot, \cdot) \) [13]. Let us now assume that \( f_{nm} \in \mathcal{H}, m \in \mathcal{N} \setminus \{n\} \), and that function \( \Psi \) can be decomposed as \( \Psi(x_1, \ldots, x_N) = \sum_{m=1}^{N} \psi_m(x_m) \), where each \( \psi_m : \mathbb{R} \rightarrow [0, \infty) \) is non-decreasing. Then, since (2) employs a convex loss function, the conditions of the Representer Theorem are satisfied [26], which means that the solution to (2) admits a finite-dimensional representation of the form:

\[
f_{nm}(\cdot) = \sum_{p=1}^{i} a_{nm,p} \kappa_m(\cdot, y_L(p)), \quad m = 1, \ldots, N,
\]

where \( a_{nm,p} \in \mathbb{R} \) are the representation coefficients.

An immediate observation concerning (3) is that the number of coefficients \( a_{nm,p} \) becomes prohibitively large as \( i \) increases. This makes solving (2) online unfeasible. A solution to this problem is the use of kernel dictionaries, which represent \( f_{nm} \) as a linear combination of a small number of appropriately selected kernel functions \( \kappa_m(\cdot, y_n(\omega_j)) \) [18]. Such dictionaries, which we denote by \( D_m = \{\kappa_m(y_n(\omega_1)), \ldots, \kappa_m(y_n(\omega_{\ell_m}))\} \), can be either constructed online by selecting previous datapoints that satisfy some sparsification criterion (in which case \( \omega_j \in \{1, \ldots, i-1\} \)) or, can be set a priori (in this case, we denote the sample indexes of the dictionary elements as \( \omega_j < 0 \), with a slight abuse of notation) [20].

Considering dictionaries \( D_m \), an efficient strategy for the online estimation of \( f_{nm} \) is the KLMS algorithm. The KLMS aims to minimize the following cost function at every time instant \( i \) using the stochastic gradient descent method:

\[
J_n(\alpha_n) = \frac{1}{2} \mathbb{E}\left\{ \left[ y_n(i) - \alpha_n^\top k(i) \right]^2 \right\} (\mathcal{D}_m)_{m \in \mathcal{N} \setminus \{n\}}
\]

where \( \alpha_n = [\alpha_{n1}, \ldots, \alpha_{nN}]^\top \), \( \alpha_{nm} = \text{col}\{\alpha_{np}\}_{p=1}^{\ell_m} \), \( k(i) = [k_{1}(i), \ldots, k_{N}(i)]^\top \), \( \tilde{k}_m(i) = \text{col}\{\kappa_m(y_{Lm}(i), y_{Lm}(\omega_j))\}_{j=1}^{\ell_m} \).

This leads to the following coefficient update rule:

\[
\alpha_{n(i+1)} = \alpha_{n(i)} + \mu k(i)\varepsilon(i),
\]

where \( \varepsilon(i) \triangleq y_n(i) - k(i)\tilde{\alpha}(i) \) represents the instantaneous error conditioned on the dictionaries \( \{D_m\}_{m=1}^{N} \), and \( \mu \geq 0 \) denotes a small step size. The estimated coefficients \( \hat{\alpha}_n(i) \) can be related to the adjacency matrix \( \mathcal{A} \) at instant \( i \) by using a threshold \( \tau_n \) by setting \( a_{nm}(i) = 1 \) if \( \|\hat{\alpha}_{nm}(i)\|_2 > \tau_n \) and \( a_{nm}(i) = 0 \) otherwise [27].

3. ALGORITHM ANALYSIS

Let us denote the optimal coefficients which minimize cost function (4) by \( \alpha_n^* = R_{y(i)y(i)}^{-1} r_{y(i)} \), with \( R_{y(i)y(i)} = \mathbb{E}\{k(i)k(i)^\top\} \) and \( r_{y(i)} = \mathbb{E}\{y(i)k(i)\} \), and the difference between the current available estimate and the optimal solution by:

\[
d(i) \triangleq \hat{\alpha}_n(i) - \alpha_n^*.
\]

The remainder of this analysis concerns the use of the Gaussian kernel, chosen due to its universal approximating capabilities [28]. This kernel is defined as \( k_{\ell_m}(y_n, y_n) = \exp (-\|y_n - y_n\|^2/2\sigma^2) \), where \( \sigma^2 \) is the kernel bandwidth.

Assumption 1: Dictionaries \( \{D_m\} \) are set beforehand. Inputs \( y(i) \) are assumed independent, zero-mean Gaussian random vectors with auto-correlation matrix \( R_{yy} = \mathbb{E}\{y(i)y(i)^\top\} \).
Assumption 2: Quantity $k(i)\kappa(i)$ is statistically independent of the error vector $d(i)$. A justification for the feasibility of the latter assumption is presented in [29].

Assumption 3: The optimal estimation error $\varepsilon_0(i) \triangleq y_n(i) - k^T(i)\alpha_n^*$, given by the finite order model is close to the one by the infinite length model, such that $E[\varepsilon_0(i)^2] \approx 0$.

Error $\varepsilon(i)$ can be expressed in terms of the error vector $d(i)$:

$$
\varepsilon(i) = y_n(i) - k^T(i)d(i) - k^T(i)\alpha_n^*.
$$

(7) Replacing (7) into (5) leads to the following recursion:

$$
d(i+1) = d(i) - \mu k(i)k^T(i)\varepsilon(i) + \mu k(i)\varepsilon_0(i).\tag{8}
$$

3.1. Mean error behavior

Before proceeding to the mean behavior analysis, consider the quadratic form $\xi_2$ of a Gaussian vector $\zeta$, given by $\xi_2 \triangleq \zeta B\zeta^T + b^T \zeta$, with $E\{\zeta\} = 0, R_{\zeta\zeta} = E\{\zeta \zeta^T\}$. For $t \in \mathbb{R}$, the moment-generating function of the random variable $\xi_2$ is [30, p. 101]:

$$
\Psi_t(\xi) \triangleq E\{\exp(\xi t)\} = \det(I - 2tBR_{\zeta\zeta})^{-\frac{1}{2}} \times \exp\left(\frac{t^2}{2}b^T R_{\zeta\zeta}(I - 2tBR_{\zeta\zeta})^{-1}b\right),\tag{9}
$$

Taking the expectation of relation (8), and employing Assumptions 2 and 3, leads to the mean error (ME) behavior:

$$
E\{d(i+1)\} = (I - \mu R_{kk}) E\{d(i)\}.\tag{10}
$$

Block matrix $R_{kk}$ contains blocks $R_{kk} = \{k_m(i)k_m^T(i)\}$, $\forall m_1, m_2 \in \mathbb{N}^\alpha$. Each entry $(u,v), u = 1,\ldots,|D_{m_1}|, v = 1,\ldots,|D_{m_2}|$ of every block $R_{kk}^{m_1m_2}$ is:

$$
\left[ R_{kk}^{m_1m_2} \right]_{uv} = \exp\left(\frac{1}{2\sigma^2} \left\| y^{(uv)} \right\|^2 \right) \times E\left\{ \exp\left( -\frac{1}{2\sigma^2} \left( \frac{1}{2} G y^{(ii)} \right)^T G y^{(ii)} \right) \right\},\tag{11}
$$

where $y^{(uv)} = [y_{L_{m_1}}(\omega_u), y_{L_{m_2}}(\omega_v)]^T$, and $y^{(ii)}$ and $G$ are given by:

$$
y^{(i)} = \begin{cases} [y_{L_{m_1}(i)}, y_{L_{m_2}(i)}]^T, & m_1 \neq m_2 \\ [y_{L_{m_1}(i)}, y_{L_{m_2}(i)}], & m_1 = m_2, \end{cases}\tag{12}
$$

$$
G = \begin{cases} I, & m_1 \neq m_2 \\ I^T, & m_1 = m_2. \end{cases}\tag{13}
$$

Making use of (9) with $B = \frac{1}{2}G^TG, b = -G^Ty^{(uv)}$ and $t = -\frac{1}{2\sigma^2}$, we obtain:

$$
\left[ R_{kk}^{m_1m_2} \right]_{uv} = \exp\left(\frac{1}{2\sigma^2} \left\| y^{(uv)} \right\|^2 \right) \times \exp\left( -\frac{1}{2\sigma^2} \left\| y^{(uv)} \right\|^2 \right) \det(I - \frac{1}{2\sigma^2} G^TGR_{kk}^{m_1m_2})^{-\frac{1}{2}},\tag{14}
$$

where $I$ is of size $(L_{m_1} + L_{m_2}) \times (L_{m_1} + L_{m_2})$, $H^{m_1m_2} = R_{yy}^{m_1m_2}(I + \frac{1}{2\sigma^2} G^TGR_{yy}^{m_1m_2})^{-1}$, with $R_{yy}^{m_1m_2}$ a block matrix. Each of its blocks $(k, \ell) \in \{1,2\}^2$ contains $R_{yy}^{m_1m_2}$ on all entries of its main diagonal, and zeros elsewhere.

From (10), convergence of the coefficients in the mean is assured if the step size satisfies $0 < \mu \leq 2/L_{\max}(R_{kk}),$ where $L_{\max}(\cdot)$ represents the maximum eigenvalue of its matrix argument.

3.2. Mean square error behavior

Let us denote $D_{(i)} \triangleq E\{d(i)d(i)^T\}$. Using (8) and the previous assumptions, we obtain the mean square error (MSE) behavior:

$$
D_{(i+1)} = D_{(i)} - \mu (D_{(i)}R_{kk} + R_{kk}D_{(i)}) + \mu^2 Q + \mu^2 R_{kk}J_{n,\min},\tag{15}
$$

with $J_{n,\min}$ being the minimum value of the cost function (4), and:

$$
J_{n,\min} = J_n(\alpha_n^*) = E\{y_n^2(i)\} - r_{yy}^T R_{kk} r_{yy},\tag{16}
$$

$$
Q = E\{k(i)k^T(i)d(i)d(i)^Tk(i)k^T(i)\}.\tag{17}
$$

These second order moments relate to the MSE via [31]:

$$
J_{n,\text{MSE}}(i) \triangleq E\{e^2(i)\} = J_{n,\min} + Tr\{R_{kk}D_{(i)}\},\tag{18}
$$

and to the MSD through:

$$
\text{MSD}(i) \triangleq E\{\|d(i)\|^2\} = Tr\{D_{(i)}\}.\tag{19}
$$

Let us note $k_D = \sum_{d=1}^{K_D} d \in N_{[d]}$, the total number of dictionary entries. We make use of Assumption 2, leading to the writing of the $(u,v)$-th entry of $Q$ as:

$$
[Q]_{uv} = \sum_{d=1}^{k_D} \sum_{b=1}^{k_D} E\{k(i)_{uv}[k(i)_{uv}[k(i)_{uv}[k(i)_{uv}]\} D_{(i)}_{ab}.\tag{20}
$$

We introduce matrix $K^{(u,v)}$, whose $(a,b)$-th entry is:

$$
[K^{(u,v)}]_{ab} = E\{k(i)_{uv}[k(i)_{uv}[k(i)_{uv}]\},\tag{21}
$$

Now we can write relation (20) as:

$$
[Q]_{uv} = Tr\{K^{(u,v)}D_{(i)}\}.\tag{22}
$$

To compute the expectation in (21), we need to find which block of $k(i)$ (and which element therein) is being indexed by values $u, v, a$ and $b$. Let us define functions $\varsigma, \rho : \mathbb{N}_+ \rightarrow \mathbb{N}_+$, which relate an index $u$ in block vector $k(i)$ to its corresponding constituent block $\varsigma(u)$ and entry $\rho(u)$: $k(i)_{uv} = [k_{L_{\varsigma(u)}}(i)]_{\rho(u)}$ (i.e., $k(i)_{uv}$ is the $(u,v)$-th entry of the $\varsigma(u)$-th block). Then, by denoting $m_1 = \varsigma(u)$, $m_2 = \varsigma(v)$, $m_{3} = \varsigma(a)$, $m_{4} = \rho(b)$ and $\omega_p = \omega_{\rho(b)}, \omega_q = \omega_{\rho(a)}$, we can write the following:

$$
[K^{(u,v)}]_{ab} = \exp\left( -\frac{1}{2\sigma^2} \left\| y^{(uv)} \right\|^2 \right) \times E\left\{ \exp\left( -\frac{1}{2\sigma^2} \left( \frac{1}{4} G y^{(ii)} \right)^T G y^{(ii)} \right) \right\},\tag{23}
$$

with $y^{d} = [y_{L_{m_1}}(\omega_p), y_{L_{m_2}}(\omega_q), y_{L_{m_3}}(\omega_r), y_{L_{m_4}}(\omega_s)]^T$ collecting the dictionary entries and $y^{d} = \text{col}\{y_{L_{m_1}(i)}\}_{m_1\in[1,L_{m_1}]}$ collecting the unique instantaneous measurements (i.e., without the repeated elements when there is $m_r = m_s$ for $r \neq s$), respectively. Matrix $G$, which depends on $m_1, \ldots, m_4$, duplicates any repeated inputs on its image, such that

$$
G y^{d} = [y_{L_{m_1}(i)}, y_{L_{m_2}(i)}, y_{L_{m_3}(i)}, y_{L_{m_4}(i)}]^T.\tag{23}
$$

We now use relation (9), with $B = \frac{1}{2}G^T G, b = -G^T y^{d}$ and $t = -\frac{1}{2\sigma^2}$. Thus, we obtain:

$$
[K^{(u,v)}]_{ab} = \det\{I + \frac{1}{2\sigma^2} G^T G R_{yy}^{m_1m_2}\}^{-\frac{1}{2}} \times \exp\left(\frac{1}{2\sigma^2} \left\| y^{(uv)} \right\|^2 \right) \times \exp\left(\frac{1}{2\sigma^2} \left\| y^{(uv)} \right\|^2 \right).\tag{23}
$$
We remark upon the fact that the identity matrix

\[ \mathbf{I} = \begin{pmatrix} 1 & 0 & 0; 0 & 1 & 0; 0 & 0 & 1 \end{pmatrix} \]

identity \( \mathbf{I} \) is of size \( \sum_{\ell=1}^{4} L_{m_\ell} \times \sum_{\ell=1}^{4} L_{m_\ell} \), and \( \mathbf{R}_{y_y}^{(m_1 \rightarrow m_4)} \) is a block matrix formed similarly to \( \mathbf{R}_{y_y}^{(m_1 \rightarrow m_2)} \) each of its blocks \( (k, \ell) \in \{1, 2, 3, 4\}^2 \) contains \( \mathbf{R}_{y_y} \mathbf{l}_{m_k m_{\ell}} \) on all entries of its main diagonal, and zeros elsewhere.

By stacking the columns of \( \mathbf{D}_{(i)} \) on top of each other, i.e., \( \mathbf{d}_{(i)} = \text{vec} \{ \mathbf{D}_{(i)} \} \) and making use of the properties of the vectorization operator, recursion (15) can now be computed as:

\[
\mathbf{d}_{(i+1)} = \mathbf{F}_0 \mathbf{d}_{(i)} + \mu^2 \mathbf{J}_{n_{\text{num}}} \mathbf{r}_{kk}, \tag{24}
\]

where \( \mathbf{r}_{kk} = \text{vec} \{ \mathbf{R}_{kk} \} \), and:

\[
\mathbf{F}_0 = \mathbf{I}_2 - \mu (\mathbf{I} \otimes \mathbf{R}_{kk} + \mathbf{R}_{kk} \otimes \mathbf{I}) + \mu^2 \mathbf{F}_1. \tag{25}
\]

We remark upon the fact that the identity matrix \( \mathbf{I}_2 \) is of size \( k_2^2 \times k_2^2 \), while \( \mathbf{I} \) is of size \( k_D \times k_D \). Also, entries of the matrix \( \mathbf{F}_1 \) are \( [\mathbf{F}_1]_{a+k(b-1)d} = [\mathbf{K}(u,v)]_{ab} \).

Assuming a small enough step size \( \mu \), the algorithm is mean-square stable as \( i \to \infty \), and converges towards:

\[
\lim_{i \to \infty} \mathbf{d}_{(i)} = \mu^2 \mathbf{J}_{n_{\text{num}}} (\mathbf{I} - \mathbf{F}_0) \mathbf{r}_{kk}, \tag{26}
\]

4. EXPERIMENTAL VALIDATION

We consider a simulation scenario with i.i.d. Gaussian data \( y(i) \) generated using a correlation matrix \( \mathbf{R}_{y_y} \), depicted in (27). We note that this particular correlation matrix also corresponds to the data correlation of the linear model \( y(i) = \mathbf{A}y(i) + \mathbf{v}(i) \), with \( \mathbf{v}(i) \) zero-mean Gaussian noise with covariance \( \sigma_v^2 \mathbf{I} \), where \( \sigma_v = 0.05 \). This model, although not inherently nonlinear, allows direct knowledge of the 5-node ground truth matrix \( \mathbf{A} \) given in (28). Moreover, it offers exact knowledge of the statistical properties of the input \( y \), necessary in the analysis. See [17] for the methods’ behavior in nonlinear settings. For the algorithm we selected \( L_m = 1 \), for all \( m \), a step size \( \mu = 5 \times 10^{-4} \), kernel bandwidths of \( \sigma = 1 \), and each node stored a dictionary \( \mathbf{D}_m \) with 3 entries, chosen in a uniform grid on \([-1, 1]\). We compare the theoretical model for the ME given by (10) and for the MSE given by (15) with the empirical performance of the algorithm, averaged over 100 Monte Carlo runs. Fig. 1a shows both the theoretical and experimental values for a subset of non-zero coefficients \( \alpha_{\text{emp}} \), for \( n = 1 \). Fig. 1b and 1c show both the theoretical and experimental MSD and MSE curves, as well as their steady-state values, computed using relations (26), (19), (18) and (15). It can be seen that the theoretical model was able to predict the behavior of the algorithm very accurately, both in the mean and mean-square sense. Moreover, the resulting theoretical curves serve to show that an adequate step-size, as well as other parameters, can be selected in order to attain a desirable application-dependent performance. In particular, with a small dictionary of only 3 entries for each node, it was possible to obtain a very small MSE at steady-state, which means that the estimated \( \hat{f}_{\text{emp}} \) were able to predict the observations \( y_t \) accurately. A similar behavior can also be observed for the MSD. In the recovery of the network topology \( \mathbf{A} \), we obtained an average error of around 10%, corresponding to only two links estimated incorrectly. This indicates that the considered algorithm can achieve a good trade-off between performance and computational complexity.

\[
\mathbf{R}_{y_y} = 10^{-4} \cdot \begin{pmatrix}
8.52 & 1.70 & -2.84 & -2.84 & 1.70 \\
1.70 & 8.52 & 1.70 & -2.84 & -2.84 \\
-2.84 & 1.70 & 8.52 & 1.70 & -2.84 \\
-2.84 & -2.84 & 1.70 & 8.52 & 1.70 \\
1.70 & -2.84 & -2.84 & 1.70 & 8.52
\end{pmatrix} \tag{27}
\]

\[
\mathbf{A} = \begin{pmatrix}
0 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0
\end{pmatrix} \tag{28}
\]

5. CONCLUSION

Designing online, adaptive network topology identification strategies which account for nonlinear interactions between network agents is an important topic in network analysis. In this paper, we presented a statistical convergence analysis of the kernel LMS algorithm applied to graph topology identification. The derived model characterizes the performance of the algorithm as a function of parameters such as the kernel bandwidth and the dictionary. In turn, this allows for precise tuning of such parameters in order to obtain a desired performance in transient or in steady state. Moreover, the theoretical model quantifies the typical statistical behavior of the algorithm both in the presence and in the absence of a link between a given node pair. Future work can harness this fact in order to design an automatic thresholding rule by comparing the behavior of the empirical algorithm coefficients to the one dictated by the model.
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