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ABSTRACT

Hyperspectral data unmixing has attracted considerable atten-
tion in recent years. Hyperspectral data may however suffer from
varying levels of signal-to-noise ratio over spectral bands. In this
paper, we investigate a robust approach for nonlinear hyperspectral
data unmixing. Each observed pixel is modeled as a linear mixing
of endmember spectra with nonlinear fluctuations embedded in a re-
producing kernel Hilbert space. Welsch M-estimator is considered
for reducing the sensitivity of the unmixing process. Experimental
results, with both synthetic and real data, illustrate the effectiveness
of the proposed scheme.

Index Terms— Hyperspectral data analysis, nonlinear unmix-
ing, robust unmixing, M-estimator

1. INTRODUCTION
Hyperspectral imagery has many applications and has received con-
siderable attention from the community [1]. Pixel-vectors in hyper-
spectral images are usually mixtures of material signatures. Spec-
tral unmixing aims at identifying endmembers and evaluating the
fractions of abundance of the corresponding materials [2]. The lin-
ear mixing model is still widely used, with a variety of techniques
proposed to both estimate endmembers and their abundances [3, 4].
Nevertheless, it is recognized that nonlinear mixing effects can be
prominent in real-world scenarios [1,2]. A variety of nonlinear mix-
ing models and unmixing methods have been proposed in the litera-
ture. See [5] for an overview. In [6], and consecutively in [7–9], the
authors propose a kernel-based unmixing framework where the mix-
ing model consists of a linear mixing term, and additive nonlinear
fluctuations depending on the endmembers and defined in a repro-
ducing kernel Hilbert space (RKHS). This model is characterized by
its ability to describe complex nonlinearities with moderate compu-
tational cost. Other works build on this principle, known as Residual
Component Analysis [10, 11].

The seminal work [6] and related publications use a quadratic
error criterion for model fitting. This criterion implicitly assumes
that the noise is i.i.d. Gaussian across spectral bands. It is how-
ever admitted that the noise level varies across bands, and some
bands can be severely distorted. In this paper, we address this prob-
lem by considering a robust regression method. These techniques
are less affected by outliers than the ordinary least squares method.
M-estimation is a common framework for robust regression, among
others such as L-estimation and R-estimation [12,13]. M-estimation
methods cope with outlying observations by replacing the squared
residuals in the mean square error criterion by another function of
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the residuals chosen to be less increasing than the square error func-
tion. We build on this idea to extend the framework [6] and address
the problem of robust nonlinear unmixing of hyperspectral data. A
convex problem is formulated based on Welsch M-estimation. Half-
quadratic minimization is used to split the problem into two subprob-
lems that can be addressed efficiently with existing tools.

Consider an hyperspectral image with L contiguous spectral
bands. Suppose that the scene consists ofR significant endmembers,
each with a spectral signature mi ∈ IRL. Let r = [r1, . . . , rL] ∈
IRL be an observation, and let α = [α1, . . . , αR]> ∈ IRR be the
vector of endmember abundances in r. LetM = [m1, . . . ,mR] ∈
IRL×R be the matrix of endmember spectra. For the sake of con-
venience, the `-th row of M is denoted by m>λ`

∈ IRL. Let 1
and I be the all-one vector and the identity matrix. Expression
diag{x1, . . . , xL} denotes a diagonal matrix with x1, . . . , xL its
diagonal entries.

2. NONLINEAR UNMIXING IN RKHS WITH
WELSCH M-ESTIMATOR

2.1. Nonlinear unmixing in RKHS

Consider the general unmixing process, acting between the entries r`
of the observed reflectance vector, and the spectral signatures mλ`

of the endmembers at each wavelength band λ`, defined as

r` = ψα(mλ`) + e`

with ψα the nonlinear function to identify between r` and mλ` for
all `, parameterized by α, and e` the estimation error at band λ`.
Consider the general problem:

ψoα = arg min
ψα

1

2
‖ψα‖2H +

1

2µ

L∑̀
=1

(rn,` − ψα(mλ`))2 (1)

where µ a positive parameter that controls the trade-off between
structural error and misadjustment error. In [6], we define ψα by
a linear trend parameterized by the abundance vector α, combined
with a nonlinear fluctuation function ψ, namely,

ψα(mλ`) = α>mλ` + ψ(mλ`) (2)

where ψ can be any real-valued function in a reproducing kernel
Hilbert space (RKHS) H, endowed with the reproducing kernel κ
such that ψ(mλ`) = 〈ψ, κ(·,mλ`)〉. This semi-parametric model
combines a linear mixing model and an additive nonlinear perturba-
tion term. Considering RKHS leads to computationally efficient and
accurate resolution methods for inverse problems of the form (1) by
exploiting the idea, known as the kernel trick.

We propose K-Hype in [6] to perform unmixing by solving
the following least-square regression problem regularized by the



`2-norm factor ‖ψα‖2 = ‖α‖2 + ‖ψ‖2H, namely,

αo, ψo = arg min
α,ψ∈H

1

2

(
‖α‖2 + ‖ψ‖2H +

1

µ
‖e‖2

)
subject to αn � 0 and 1>α = 1,

(3)

with e the L× 1 error vector with `-th entry given by

e` = r` − (α>mλ` + ψ(mλ`)) (4)

2.2. Robust regression

Robust regression provides an alternative to least squares regression
when the assumption of Gaussian i.i.d. error terms is not fulfilled,
particularly for heavy-tailed distributed errors. M-estimation intro-
duced in [12] provides a common conceptual framework. It consists
of minimizing the loss function:

min
θ

L∑
`=1

ρ(e`;θ) (5)

where ρ is a function defining the contribution of each residual e`,
and θ = {α, ψ} is the set of unknown variables in (4). The function
ρ should reasonably be differentiable, positive, even, non-decreasing
on IR+ and satisfies ρ(0) = 0. In most cases, no closed form
solution exists for (5) and iterative optimization techniques are re-
quired. M-estimation can often be performed by solving iteratively
the reweighted least-square problem:

min
θ

L∑
`=1

w(e
(k)
` ) e2` (6)

where w is a weighting function associated with ρ. Weights w(e
(k)
` )

need to be reevaluated after iteration k to be used at iteration k + 1.
In this paper, we shall focus on Welsch M-estimator defined as:

ρ(e) =
c2

2

[
1− exp

(
−e

2

c2

)]
(7)

with c a parameter to be set. It is closely related to correntropy [14],
which was used with NMF for the linear unmixing [15].

3. ROBUST NONLINEAR UNMIXING

3.1. Problem formulation

Instead of minimizing the square error loss function, we now con-
sider the problem of minimizing

∑L
`=1− exp(−e2`/c2) derived

from Welsch M-estimator. Similar to (3), we state the nonlinear
unmixing problem as follows:

αo, ψo = arg min
α,ψ∈H

J(α, ψ)

with

J(α, ψ) =
1

2µ

L∑
`=1

[
− exp

(
−e

2
`

c2

)]
+

1

2
‖α‖2 +

1

2
‖ψ‖2H

subject to

e` = r` −α>mλ` − ψ(mλ`)

α � 0 and 1>α = 1.

(8)

Also,interested readers can refer to [7, 9] for including the spatial
regularization into this nonlinear unmixing context.

3.2. Problem solving

We shall now present an alternating optimization algorithm to solve
problem (8). Consider first the following result that is concerned
with the convex conjugate of the exponential function.

Let f(x) = exp(x). Its convex conjugate f∗(x) is given by:

f∗(x) = max
t
{xt− f(t)}

=


x log(x)− x if x > 0

0 if x = 0

∞ if x < 0

(9)

On the other hand, since f(x) is convex and continuous, we have:

f(x) = max
t
{xt− f∗(t)} (10)

This implies that:

−f
(
−x

2

c2

)
= min

t

{
x2

c2
t+ f∗(−t)

}
(11)

with c any non-zero constant. Using (9) we obtain that, given x, the
minimum over t in (11) is reached for t = exp(−x2/c2). Note that
the left hand term of (9) corresponds to the first term of the objective
function J(α, ψ) in (8).

Substituting (11) into (8), we get the following objective func-
tion in an augmented parameter space:

Jaug(α, ψ, t) =
1

2µ

L∑
`=1

[
e2`
c2
t` + f∗(−t`)

]
+

1

2
‖α‖2 +

1

2
‖ψ‖2H

(12)
with t = [t1, . . . , tL]. For fixed α and ψ, we have:

J(α, ψ) = min
t
Jaug(α, ψ, t) (13)

Then a two-step alternating minimization scheme can be used for
solving (8) [16, 17]:

t(k) = arg min
t

Jaug(α
(k−1), ψ(k−1), t) (14)

α(k), ψ(k) = arg min
α,ψ∈H

Jaug(α, ψ, t
(k)). (15)

The resulting minimization method is called half-quadratic and is
equivalent to the gradient linearization iteration. The subproblems
associated with the two steps can be expressed as follows, where the
iteration index (k) is dropped for clearance:
• Subproblem I: For fixed α and ψ, minimize Jaug(α, ψ, t)

with respect to t. Equations (9) and (11) provide a closed
form solution for ` = 1, . . . , L:

t` = exp

(
− (r` − α>mλ` − ψ(mλ`))2

c2

)
. (16)

• Subproblem II: For fixed t, minimize Jaug(α, ψ, t) with re-
spect to α and ψ, namely, solve the following problem:

αo, ψo = arg min
α,ψ∈H

1

2µ

L∑
`=1

t`
c2
e2` +

1

2
‖α‖2 +

1

2
‖ψ‖2H

subject to e` = r` − α>mλ` − ψ(mλ`)

α � 0 and 1>α = 1

(17)

Related solving method is described in the next subsection.



Subproblems I and II are solved iteratively until the convergence is
achieved. Specifically, problem (17) is a weighted version of (3)
where the fitting error at band λ` is weighted by the quantity t`/c2

that is related to the error magnitude. The algorithm assigns lower
weights for bands with significant fitting errors caused either by
high-level noise or by model mismatch. This property improves the
robustness of the algorithm.

3.3. Solving subproblem II

We now present the method of solving subproblem II via its La-
grange duality. By introducing the Lagrange multipliers β`, γr and
λ with ` = 1, . . . , L and r = 1, . . . , R, the Lagrange function asso-
ciated with (17) is given by

L =
1

2

[ 1

µ

L∑
`=1

t`
c2
e2` + ‖α‖2 + ‖ψ‖2H

]
−

L∑̀
=1

β`(e` − r`

+α>mλ` + ψ(mλ`))−
R∑

r=1

γrαr + λ(1>α− 1) (18)

with γr ≥ 0. The conditions for optimality of L are
αo =

∑L
`=1 β

o
` mλ` + γo − λo1

ψo =
∑L
`=1 β

o
` κ(·, mλ`)

eo` = µβo` /(
t`
c2

)

(19)

where κ denotes the reproducing kernel of H. By substituting (19)
into (18), we get the dual problem (20) (see top of the next page),
where K is the Gram matrix defined as [K]`p = κ(mλ` ,mλp).
Problem (20) is a concave quadratic programming problem with re-
spect to the dual variables. Finally, with the optimal dual variables
βo` , γor and λo, the vector of fractional abundances is evaluated by

αo = Mβo + γo − λo1, (21)

where βo = [βo1 , . . . , β
o
L]> and γ = [γo1 , . . . , γ

o
R]>. Each pixel can

consequently be reconstructed via ro = Mαo +Kβo.

4. EXPERIMENTAL RESULTS
4.1. Experiments with synthetic images

First, we validated the algorithm with synthetic data. Five endmem-
bers were selected from the ENVI software library. These spec-
tra consist of 210 contiguous bands, from 0.3951 to 2.56 microm-
eters. The reflectance vectors were generated with two nonlinear
mixture models. The first one was the bilinear model defined as
r = Mα +

∑R
i=1

∑R
j=i+1 αi αjmi ⊗mj + v, with ⊗ denot-

ing the Hadamard product. The second one was a post-nonlinear
model (PNMM) given by r = (Mα)0.7 + v. The data were cor-
rupted by zero-mean Gaussian noises v with band dependent stan-
dard deviations depicted in Figs. 1(a)-1(c). The first case corre-
sponds to an i.i.d. Gaussian noise. The second case corresponds
to a noise with large standard deviations at 30th, 100th and 200th
bands. The last case corresponds to bell-shaped band-dependent
standard deviations. The following typical algorithms were com-
pared in order to illustrate the performance of the proposed algo-
rithm. Their tuning parameters were set by preliminary experiments:
1) The linear unmixing method [3] (FCLS); 2) The bilinear unmix-
ing method with extended endmember matrix [3] (BExtM); 3) The
nonlinear unmixing algorithm K-Hype [6]. Parameter µ was set to
0.01, and the Gaussian kernel was used with σ = 2; 4) The pro-
posed robust K-Hype algorithm where c was set to 0.5. Parameter
µ was set to the same value as K-Hype (see above) divided by c2

for equivalence. For each scenario, N = 2500 pixels were gen-
erated to evaluate the Root Mean Square Error (RMSE) defined by

RMSE =

√
1

NR

N∑
n=1

‖αn −αon‖2. The results are reported in Ta-

ble 1. One can observe that FCLS has large estimation errors because
the mixture models are nonlinear. BExtM improves the estimation
accuracy specifically in the bilinear case. As it is based on a generic
kernel-based framework, K-Hype is a flexible algorithm that allows
to efficiently address a number of nonlinear unmixing problems. In
these experiments, it works significantly better than BExtM. How-
ever, its performance is degraded by non-i.i.d. noises. Finally, the
proposed algorithm is robust against non-i.i.d. noises and outper-
forms K-Hype, specially for the 2nd case where some bands are cor-
rupted by high-level noise. The averaged values of 1/t` over 2500
pixels for these three cases are provided in Figs. 1(d)-1(f). These
error-related reweighing factors are consistent with noise standard
deviations.

4.2. Experiments with AVIRIS data

Finally, we applied the proposed algorithm to the well-known hyper-
spectral image captured on the Cuprite mining district by AVIRIS.
A sub-image of 250 × 191 pixels was chosen to evaluate the algo-
rithm. Spectra consist of L = 188 spectral bands. Twelve endmem-
bers were used as in [6]. Parameter µ was fixed to 2 · 10−3. The
other parameters were the same as for the experiments on synthetic
data. The averaged spectral angle Θ = 1

N

∑N
n=1 θ(rn, r

o
n) between

original rn and reconstructed ron pixel vectors was used to evaluate
the performance, where N denotes the number of processed pixels
and θ(r, ro) = cos−1(r>ro/‖r‖‖ro‖). The results are shown in
Tab. 2, and the abundance maps of selected materials are illustrated
in Fig. 2. The proposed approach achieves better performance than
FCLS and BExtM, but similar one as K-Hype. The proposed ap-
proach however provides an additional information on the level of
noise in each band, which is rather constant as the range of 1/t` is
small. This justifies the similarity of results for this scene.

5. CONCLUSION

In this paper, we proposed a robust algorithm for nonlinear unmixing
of hyperspectral images based on Welsch M-estimator. The solving
process is based on an efficient half-quadratic optimization frame-
work, which marginally modifies K-Hype algorithm. Extensions to
other M-estimators such as log-cosh, Fair and Huber will be consid-
ered in future works.
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max
β,γ,λ

L′(β,γ, λ) = −
1

2

 β
γ
λ

> Kψ M −M1

M> I −1
−1>M> −1> R

 β
γ
λ

+

 r
0
−1
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γ
λ


subject to γ � 0
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+MM>
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Fig. 1. Noise standard deviations (first row) and values of 1/t aver-
aged over all pixels (second row). From left to right: three types of
noise standard deviation distribution.

Table 2. Spectral angles between original and reconstructed pixels.
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Fig. 2. (a) Abundances maps of selected materials. From top to
bottom, left to right: chalcedony, alunite, kaolinite, buddingtonite,
sphene, US highway 95. (b) Values of 1/t averaged over pixels.
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