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ABSTRACT

Considering groups of variables, rather than variables individually, can be beneficial for estimation accuracy if structural relationships between variables exist (e.g., spatial, hierarchical or related to the physics of the problem). Group-sparsity inducing estimators are typical examples that benefit from such type of prior knowledge. Building on this principle, we show that the diffusion LMS algorithm for distributed inference over networks can be extended to deal with structured criteria built upon groups of variables, leading to a flexible framework that can encode various structures in the parameters to estimate. We also propose an unsupervised online strategy to differentially promote or inhibit collaborations between nodes depending on the group of variables at hand.

Index Terms— Diffusion adaptation, distributed optimization, multitask learning, group-based estimation

1. INTRODUCTION

Diffusion adaptation algorithms enable multi-agent networks to continuously learn and track concept drifts in a distributed manner from streaming data. They are efficient to address learning problems over multi-agent networks as well as to model the behavior of biological networks [1–3]. They have also demonstrated better stability and performance [4, 5] than incremental [6–9] and consensus [10–12] strategies.

Diffusion strategies can be implemented in single-task or multitask scenarios. In recent years, distributed learning over multitask networks has attracted increasing attention. Instead of dealing with applications where a common parameter vector is estimated by the entire network, multi-task diffusion strategies consider situations where agents need to simultaneously infer multiple parameter vectors. The performance of diffusion LMS when it is run, either intentionally or unintentionally, in a multitask environment was analyzed in [13]. An unsupervised clustering strategy that allows each node to select the neighboring nodes with which it can collaborate was also introduced in the same article. Alternative strategies were introduced in [14, 15]. A multitask counterpart of the diffusion LMS algorithm was derived in [16]. Its behavior over asynchronous networks was studied in [17]. A multitask diffusion with TV regularization was analyzed in [18]. In [19], the parameter space was decomposed into two orthogonal subspaces with one of them being common to all nodes. Other scenarios are described in [20, 21], where incremental and diffusion strategies are used to solve estimation problems with nodes that simultaneously estimate local and global parameters.

An inspection of the literature on diffusion adaptation over networks shows that, in most existing works, single-task and multitask oriented algorithms fuse information from neighboring agents via weighted combinations of estimated parameter vectors. These combinations assign the same scaling weight to all entries in the combined iterates. There are situations where different groups within the iterate vectors should be weighted differently than other groups within the same iterates. Consider an example where the top half of the entries of the parameter vectors to estimate are common across all agents, while the bottom half entries are randomly distributed without obvious relationship. Uniformly combining estimates as performed by the single-task diffusion LMS [1] may cause large estimation error due to the presence of the significantly different entries. In the same way, the multitask diffusion LMS in [13] may reduce the estimation bias by degenerating a cooperative algorithm into a non-cooperative one at each node, but may not benefit from similarities that exist among the top half of the entries.

Considering groups of variables, rather than variables individually, can be beneficial for estimation accuracy if structural relationships between variables exist (e.g., spatial, hierarchical or related to the physics of the problem). Group-sparsity inducing estimators are typical examples that benefit from such type of prior knowledge. Building on this principle, we show that the diffusion LMS algorithm can be extended to deal with structured criteria built upon groups of variables, leading to a flexible framework that can encode various structures in the parameters to estimate. We also propose an unsupervised strategy to differentially promote or inhibit collaborations between nodes in an online manner, depending on the group at hand.

Notation. Small letters $x$ denote scalars, and boldface small letters $x$ denote column vectors. Boldface capital letters $R$ represent matrices, and the operator $(\cdot)\top$ denotes matrix transposition. $I_N$ denotes the $N \times N$ identity matrix. $N_k$ denotes the neighbors of node $k$, including $k$. Finally, $\otimes$ denotes the Kronecker product.

2. NETWORK MODEL AND DIFFUSION LMS

2.1. Network model

Consider a connected network consisting of $N$ nodes. In this paper, we address the problem of estimating an $L \times 1$ unknown vector
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at each node $k$ from collected data. Node $k$ has access to time sequences $\{d_k(n), x_{k,n}\}$, where $d_k(n)$ denotes the reference signal, and $x_{k,n}$ represents an $L \times 1$ regression vector with covariance matrix $R_{k,k} = E\{x_{k,n}^\top x_{k,n}'\} > 0$. We assume that the data are related via the linear model:

$$d_k(n) = x_{k,n}' w_k^* + z_k(n)$$  \hspace{1cm} (1)

for all $k$, with $w_k^*$ an unknown parameter vector, and $z_k(n)$ a zero-mean i.i.d. noise of variance $\sigma^2$, that is independent of every other signal. For determining the parameter vectors $w_k$, we consider the mean-square error criterion at each node $k$ defined as:

$$J_k(w_k) = E\{|d_k(n) - x_{k,n}' w_k|^2\}.$$  \hspace{1cm} (2)

We refer to cases where all nodes estimate the same parameter vector, that is, $w_k = w^*$ for all $k$, as single-task problems. In comparison, we refer to cases where nodes may be estimating distinct parameter vectors as multi-task problem.

2.2. Diffusion LMS

Before introducing the diffusion strategy at the group level, we provide a brief review of standard diffusion LMS. The goal of this algorithm is to minimize the following global cost function:

$$J^{\text{glob}}(w) = \sum_{k=1}^{N} J_k(w)$$  \hspace{1cm} (3)

We denote the minimizer by $w^*$. Minimizing (3) over $w$ is equivalent to minimizing the following alternative cost [1–3]:

$$J^{\text{glob}}'(w) = J_k(w) + \sum_{\ell \neq k} \|w - w^*\|^2_{R_{k,\ell}}$$  \hspace{1cm} (4)

In order to bypass the unknown second-order statistics $R_{k,\ell}$, based on the Rayleigh-Ritz characterization of their eigenvalues, previous works approximated the weighted norm in (4) by a scaled unweighted norm [1–3], say as,

$$\|w - w^*\|^2_{R_{k,\ell}} \approx b_{lk} \|w - w^*\|^2$$  \hspace{1cm} (5)

for some nonnegative coefficients $b_{lk}$. This leads to the following modified cost function at node $k$:

$$J^{\text{glob}}''(w) = J_k(w) + \sum_{\ell \neq k} b_{lk} \|w - w^*\|^2$$  \hspace{1cm} (6)

Calculating the gradient vector of (6), restricting communication to immediate neighbors, and using approximation (5) along with the arguments from [2], we arrive at the adapt-then-combine (ATC) strategy:

$$\psi_{k,n} = \psi_{k,n-1} + \mu_k \psi_{k,n-1} (d_k(n) - x_{k,n}' w_{k,n-1})$$  \hspace{1cm} (7a)

$$w_{k,n} = \sum_{\ell \in N_k} \alpha_{\ell k} \psi_{\ell,n}$$  \hspace{1cm} (7b)

where $N_k$ denotes the set of neighbors of agent $k$, and the $\{\alpha_{\ell k}\}$ coefficients are given by:

$$\alpha_{\ell k} = 1 - \mu_k \sum_{\ell \notin N_k \setminus \{k\}} b_{\ell k}$$  \hspace{1cm} (8)

$$\alpha_{\ell k} = \mu_k b_{\ell k}, \quad \ell \in N_k \setminus \{k\}$$  \hspace{1cm} (9)

$$\alpha_{\ell k} = 0, \quad \ell \notin N_k$$  \hspace{1cm} (10)

and $\mu_k$ is a positive step-size. The coefficients $\{\alpha_{\ell k}\}$ are usually treated as free weighting parameters to be chosen by the designer, it is not necessary to worry about selecting the $\{b_{\ell k}\}$ and it is sufficient to select the $\{\alpha_{\ell k}\}$ are nonnegative convex combination coefficients satisfying

$$\alpha_{\ell k} \geq 0, \quad \sum_{\ell \in N_k} a_{\ell k} = 1, \quad a_{\ell k} = 0 \text{ if } \ell \notin N_k$$  \hspace{1cm} (11)

The selection of the $\{\alpha_{\ell k}\}$ has a significant impact on the performance of the algorithm.

3. Group Diffusion LMS

It is explained in [2] how approximation (5) leads to the fusion (7b) of local estimates in the neighborhood of each node. All entries are combined with the same weight. Figure 1 illustrates one possible limitation of uniform combination of the entries and the interest in grouping them. Adjacent nodes $k$ and $\ell$ are estimating parameter vectors $w_k$ and $w_{\ell}$ structured in three groups of entries: both vectors have the same entries in the first group, significantly differ in the second group due to sensor failure for instance, and slightly differ in the third group due to sensor drift. This scenario cannot be considered as a single-task problem, or even a multitask one, with a single set of combination weights $a_{\ell k}$. A small combination weight may not sufficiently promote the closeness of entries in the first and third groups, whereas a large combination weight may lead to a large estimation bias caused by the second group.

This motivates us to introduce a grouping strategy into distributed learning over networks. Let $\{G_m\}_{m=1}^{M}$ be a partition of the set of indexes $\mathcal{G} = \{1, \ldots, L\}$, namely,

$$\bigcup_{m=1}^{M} G_m = \mathcal{G}, \quad G_m \cap G_{m'} = \emptyset \text{ if } m \neq m'$$  \hspace{1cm} (12)

and let $w_{G_m}$ or $[w]_{G_m}$ denote a sub-vector of $w$ indexed by $G_m$. For the scenario in Fig. 1, the entries of the parameter vectors can be grouped into three groups as described by Fig. 1(b). We can then assign large combination weights to the first group, small or even null-valued ones to the second group, and medium ones to the third group. Such grouping strategy can end up exploiting the structure of the parameter vectors more fully. We shall introduce an unsupervised adaptive strategy to estimate the combination weights in the next section. Since information on group structures may not be available in practice, one possible strategy is to split parameter vectors into a number of groups of preset lengths and assign a combination coefficient to each group, as illustrated in Fig. 1(c). Note that the parameter vector entries within each group need not be necessarily contiguous.

3.1. Group diffusion LMS algorithm

We now derive the group diffusion LMS. Inspecting (5), we assign a scaling factor to each group of entries instead of using a single factor for scaling the unweighted norm:

$$\|w - w^*\|^2_{R_{k,\ell}} \approx \sum_{m=1}^{M} b_{k,m} \|w_{G_m} - w_{G_m}^*\|^2$$  \hspace{1cm} (13)

where $b_{k,m}$ is the weight for group $m$. The global cost (6) is then relaxed as follows:

$$J^{\text{glob}}'''(w) = J_k(w) + \sum_{m=1}^{M} b_{k,m} \|w_{G_m} - w_{G_m}^*\|^2$$  \hspace{1cm} (14)
We shall now derive an adaptive combination strategy for group diffusion LMS. Motivated by [13, 23], we adjust $a_{lk,m}$ in an online manner via instantaneous MSD optimization. Let us denote by $v_{k,n}$ the weight error vector $w_k^\ell - w_k^{\ell,k}$ after the combination step (18b). Considering groups $G_m$ with $m = 1, \ldots, M$, the instantaneous mean-square deviation (MSD) at each agent $k$ can be expressed as a function of $a_{el,m} by$

$$E\{\|v_{k,n}\|^2\} = \sum_{m=1}^M E\{\|w_k^\ell_m - \sum_{\ell \in N_k} a_{el,m} [\psi_{\ell,n}^{(m)}] \|v_m\|^2\}$$

(19)

The matrix $\Psi^{(m)}_{k,n}$ is the covariance matrix of the weight error for group $m$ at node $k$ at instant $n$, with $(\ell, p)$th entry given by:

$$[\Psi^{(m)}_{k,n}]_{\ell,p} = \begin{cases} E\{[w_k^\ell_n - \psi_{\ell,n}^{(m)}] [w_k^p_n - \psi_{\ell,n}^{(m)}]\} & \text{if } \ell, p \in N_k \\ 0 & \text{otherwise} \end{cases}$$

(20)

To make the problem tractable, we approximate $\Psi^{(m)}_{k,n}$ by an instantaneous value and we drop its off-diagonal entries. In addition, we approximate $w_k^\ell$ by $\bar{w}_k^\ell$ as shown in (23). This leads to:

$$\min_{a_{el,m}} \sum_{\ell = 1}^N \sum_{m=1}^M a_{el,m}^2 \|\bar{w}_k^\ell - \psi_{\ell,n}^{(m)}\|^{2}$$

subject to

$$\mathbf{1}^\top_N a_{el,m} = 1, \quad a_{el,m} \geq 0, \quad a_{el,m} = 0 \quad \text{if } \ell \notin N_k$$

(21)

The above optimization encourages weak information exchange via small $a_{el,m}$ if the estimate of group $m$ at node $\ell$ is far from its counterpart at node $k$. The solution of (21) is given by:

$$a_{el,m} = \frac{\|w_k^\ell - \psi_{\ell,n}^{(m)}\|^{2}}{\sum_{j \in N_k} \|w_k^\ell - \psi_{j,n}^{(m)}\|^{2}}, \quad \text{for } \ell \in N_k.$$  

(22)

We now introduce an instantaneous approximation $\bar{w}_k^\ell,\forall w_k^\ell$ at each node $k$ and time instant $n$. In order to reduce the MSD bias that may result from an inappropriate cooperation between nodes performing distinct estimation tasks, a possible strategy is to use the local one-step ahead approximation:

$$\bar{w}_k^\ell, = \psi_{k,n} + \mu k q_{k,n},$$

(23)

where $q_{k,n} = \langle d_k(n) - x_{k,n}^\top \psi_{k,n}, x_{k,n} \rangle$ is the instantaneous approximation of the negative gradient of $J_k(w)$ at $\psi_{k,n}$. Substituting this expression into (22) leads to the combination rule:

$$a_{el,m}(n) = \frac{\|\psi_{k,n}^m + \mu k q_{k,n} - \psi_{\ell,n}^{(m)}\|^{2}}{\sum_{j \in N_k} \|\psi_{j,n}^m + \mu k q_{j,n} - \psi_{j,n}^{(m)}\|^{2}}, \quad \text{for } \ell \in N_k \text{ and } m = 1, \ldots, M.$$  

(24)

Furthermore, we observed in our experiments that the normalized gradient $q_{k,n} = q_{k,n}/(\|q_{k,n}\| + \epsilon)$ with a small positive constant can increase the robustness of the resulting strategy.

5. SIMULATIONS

This section shows how the proposed strategy behaves with two illustrative scenarios. All curves were obtained by averaging over 100 runs$^2$.

Matlab code is available at http://www.jie-chen.com/codes
5.1. Stationary environment

We considered the network of $N = 8$ nodes shown in Fig. 1. The optimums $\{w^*_t\}_{t=1}^n$ consisted of $L = 26$ entries. The first 12 entries were common across all nodes, that is, $w^*_t|_{G_1} = \ldots = w^*_t|_{G_4}$, with $G_1 = \{1, \ldots, 12\}$. These entries were sampled from a uniform distribution $U(-1, 1)$. The next 8 entries were uniformly sampled from $U(-1, 1)$ for each node, so that there was no relationship between the entries of group $G_2 = \{13, \ldots, 20\}$. The last 6 entries were $w^*|_{G_3} = [w^*] + u_{ki}$ for $i \in G_3 = \{21, \ldots, 26\}$, with $[w^*]$ uniformly sampled from $U(-1, 1)$ for all nodes, and independent perturbations $u_{ki}$ sampled from $U(-0.1, 0.1)$. We did not assume that nodes know this vector structure beforehand. Inputs $x_n$ were zero-mean $26 \times 1$ random vectors governed by a Gaussian distribution with covariance matrix $R_{x,n} = \sigma_x^2 I_L$. The noises $z_k(n)$ were i.i.d. zero-mean Gaussian random variables, independent of any other signal with variances $\sigma_z^2$. Variances $\sigma_z^2$ and $\sigma_x^2$ used in this experiment were sampled from $U(0.8, 1.2)$ and $U(0.18, 0.22)$, respectively. The following algorithms were run: (i) Non-cooperative LMS ($A = I_N$); (ii) diffusion LMS; (iii) Multi-task algorithm with combination weight adjustments in [13]; (iv) Group diffusion LMS with (iv) $M = 4$ uniform contiguous groups; (v) $M = 6$ uniform contiguous groups; and (vi) optimal grouping.

The step sizes were successively set to $\mu = 0.05$ and $\mu = 0.02$. The prediction step size $\mu^*$ in (23) was set to $\mu^* = 2\mu$. Parameter $\epsilon$ in the normalized gradient $q_{k,n}$ was set to 0.01. The MSD learning curves are shown in Figs. 2(a) and 2(b).

The non-cooperative LMS algorithm can be considered as the reference for this comparison test since it does not rely on any cooperation. Since the single-task assumption was violated, especially by the entries of group $G_2$, the performance of diffusion LMS was severely degraded. The strategy in [13] can adaptively adjust the combination weights, but it cannot take possible group structures into account. It thus processed the parameter vectors $w_t$ as if they were significantly different, in particular because of the entries in group $G_2$. This algorithm thus inhibited cooperation between nodes and achieved similar performance as the non-cooperative LMS algorithm. These results show that for estimation problems involving group structures in their weight vectors, implementations beyond single-task or multi-task diffusion are called for in order to exploit the group structure more fully. The proposed algorithm with grouping strategy assigned a combination coefficient to each group, separately. It achieved significantly enhanced performance. The algorithm setting involving $M = 6$ groups outperformed the setting with only $M = 4$ groups, by using finer groups at the cost of higher computational complexity. Finally, we considered the optimal grouping used to generate the data. This grouping led to the lowest MSD. In Fig. 3, we present the combination weight matrices $A_{m,n}$ with optimal grouping. Left to right: group $G_1$ to $G_3$.

5.2. Nonstationary environment

We also considered a nonstationary setting with the network depicted in Fig. 1. Between time instants $n = 0$ to $n = 500$, the same setting as in the stationary case studied before was used. From time instant $n = 501$, the sub-vectors indexed by $G_1$ and $G_2$ were modified to be a common vector from $U(0,1)$ across nodes 2, 6, 7, and 8. From time instant $n = 1001$, the optimum parameter vectors for nodes 2, 4, 5 were set independently by sampling them from the uniform distribution $U(-1, 1)$. Simulation results for the non-cooperative LMS, and the group diffusion LMS with $M = 4$ and $M = 6$, are provided in Fig. 2(c). The performance gain and tracking ability of the proposed grouping strategy can be observed.

6. CONCLUSION AND PERSPECTIVES

In this paper, we introduced grouping into diffusion adaptation to take advantage of structural similarity among parameter vectors to estimate. Simulation results illustrated the effectiveness of the grouping strategy and of the information fusion rule. The work presented here assumed predefined group structures. In the future, we will investigate adaptive grouping and other flexible partitioning techniques.
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